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Quantitative genetic theory predicts that when populations diverge by drift the interspecific divergence (D matrix), calculated from

species means, will be proportional to the average value of the additive genetic variance–covariance matrix, or G matrix. Most

empirical studies in which this hypothesis has been investigated have ignored phylogenetic nonindependence among included taxa.

Baker and Wilkinson (2003; also Revell et al. 2007) used a test for constraint in which the D matrix is calculated from phylogenetically

independent contrasts (Felsenstein 1985) instead of directly from the species means. I use computer simulations to show that, on

average, when the process of evolution is genetic drift, the divergence matrix calculated from independent contrasts (DIC) is more

highly correlated with G than is the divergence matrix calculated ignoring phylogenetic nonindependence (D). This effect is more

pronounced when speciation is initially slow but increases over time than when speciation decreases over time. Finally, when

evolution is primarily by drift but phenotype space is bounded (as if by functional constraint) the average correlation is decreased

between both G and D or DIC, however the correlation between G and DIC is much larger than between G and D. Although limited

in scope, to my knowledge this is the first study to use individual-based quantitative genetic simulations in a phylogenetic context.

KEY WORDS: Comparative method, evolutionary constraint, genetic constraint, genetic variance–covariance matrix, independent

contrasts, quantitative genetics.

A central issue in many evolutionary studies involves the impor-

tance played by genetic constraint on phenotypic evolution in di-

verging populations (Schluter 1996, 2000; Bégin and Roff 2003,

2004). One approach used to evaluate the role of constraint is to

compare the alignment of G, the matrix of additive genetic vari-

ances and covariances, with D, a divergence matrix composed

of the variances and covariances calculated from population or

species means for traits (Lande 1979; e.g., Bégin and Roff 2004).

This test is based on Lande’s (1979) prediction that, under

genetic drift and constraint, D would change as a function of

elapsed time and G, such that:

D = (t/Ne)G, (1)

where t and Ne are time (in generations) and the effective popu-

lation size, respectively. Either G is assumed to be constant or its

time average should be used in this calculation. As equation (1)

predicts that D will be proportional to G, numerous empirical tests

of the constraint hypothesis have evaluated the alignment of G and

D and suggested that their proportionality, when found, indicated

an important role for genetic drift and constraint in the pheno-

typic diversification of the species in the study (e.g., Ackermann

and Cheverud 2002; Baker and Wilkinson 2003; Bégin and Roff

2003, 2004; Marroig et al. 2004). By extension, uncorrelated or

poorly correlated G and D are sometimes interpreted as indicative

of natural selection (e.g., Merilä and Björklund 1999). An implicit

assumption of this test is that the taxa have radiated simultane-

ously from a common ancestor (Bégin and Roff 2004; Revell et al.

2007).

In a recent empirical study, Revell et al. (2007) suggested

a phylogenetic test of the constraint hypothesis for the more
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common situation in which taxa are related according to some

estimable bifurcating history. In this test, a mean squares and

mean cross-products (MS-MCP) matrix of independent contrasts

(Felsenstein 1985; DIC in Revell et al. 2007) is substituted for D.

Revell et al. (2007) are not the first to use independent contrasts

to test a hypothesis of quantitative genetic constraint. Baker and

Wilkinson (2003) used a similar approach in the analysis of ge-

netic constraint on phenotypic evolution in stalk-eyed flies. They

used a correlation matrix of independent contrasts. A phylogenetic

approach is also suggested by Bégin and Roff (2004).

Here, I utilize computer simulations to explore the conse-

quences of phylogenetic nonindependence on tests of the ge-

netic constraint hypothesis for population differentiation, in other

words, to explore the method of Baker and Wilkinson (2003)

adapted in Revell et al. (2007). The simulations performed in

this study are individual based and genetically explicit. To my

knowledge, this is the first study in which individual-based quan-

titative genetic simulations are performed in a phylogenetic con-

text, as well as the first in which the genetic architecture of more

than two quantitative traits is simulated (but see Revell 2007,

Appendix C, for an example of the latter).

In this study I focus in particular on the MS-MCP matrix

of independent contrasts (DIC) for testing the genetic constraint

hypothesis. I evaluate the performance of DIC by comparing the

alignment of G and DIC to the alignment of G and D because

proportionality of G and the divergence matrix (D or DIC) is ex-

pected under genetic drift and constraint—the evolutionary condi-

tions simulated in this study. I feel that this focus is appropriate as

nearly every study involving a test for genetic constraint ignores

phylogenetic nonindependence (reviewed in Bégin and Roff 2004;

but see Baker and Wilkinson 2003; Revell et al. 2007 for excep-

tions) and the consequence of ignoring this nonindependence has

not been the subject of any prior studies (but see Revell et al. 2007

for an empirical example).

I also investigate conditions under which the performances

of phylogenetic and nonphylogenetic tests for constraint seemed

likely to differ most and least severely. In particular, I consider

the circumstances in which speciation is initially rapid, but slows

over time, and vice versa, as well as the circumstance in which

evolution is primarily by drift, but in which the morphospace has

bounded limits (as when phenotypic evolution is restrained by

functional considerations).

These circumstances were chosen for several reasons. In the

former case, in which speciation rate is varied, initially rapid spe-

ciation tends to produce a star-like phylogenetic tree. A star phy-

logeny, in which all taxa radiate simultaneously from a common

ancestor, is an implicit assumption of using equation (1) as the

basis for an empirical test of genetic constraint. Consequently, ig-

noring phylogenetic nonindependence may be less significant if

speciation is initially rapid and decreases over time. Conversely,

if speciation is initially slow but accelerates over time, stochas-

ticism in the evolutionary process under genetic drift on the few

early branches in the tree may heavily influence the occupation

of morphospace by the group and consequently ignoring phylo-

genetic history could be of greater significance than if speciation

were constant over time (Revell et al. 2007).

In the latter case, in which morphospace is bounded as if

by functional constraint, the assumption of pure drift is violated.

In particular, bounds on morphospace will tend to erode “phylo-

genetic signal” (the correlation between patristic distance in the

phylogeny and phenotypic dissimilarity) over time. Lack of phy-

logenetic signal is sometimes provided as a rationale for ignoring

phylogenetic history (e.g., Bégin and Roff 2004). However, under

conditions of bounded phenotype space, most evolution occurs

by genetic drift so long as the population mean is not near the

morphospace bounds, and many independent contrasts will con-

tain evidence of drift that might be absent if phylogeny is ignored.

Consequently, ignoring phylogenetic history may cause a failure

to detect the importance of genetic constraint under conditions in

which significant functional constraints exist.

To investigate these circumstances (1) I compare phyloge-

netic and nonphylogenetic tests for constraint; (2) I compare tests

for constraint under conditions in which the speciation rate is

constant, linearly decreases, or linearly increases with time; and

finally (3) I compare tests for constraint when evolution occurs

primarily by drift, but when morphospace is bounded, as if by

functional constraint.

Methods
PHYLOGENETIC SIMULATION MODEL

I simulated 300 stochastic phylogenies using a discrete time pure

birth model. In the first 100 simulations, the birth rate was con-

stant and set equal to �0 = [ln(50) – ln(2)]/104 ≈ 3.22 × 10−4.

This rate yields an expected number of lineages equal to 50 after

104 generations, which was the total time used in all phylogeny

simulations. I henceforward refer to this set of phylogenetic trees

as set (I).

In the second and third sets of 100 stochastic phylogeny sim-

ulations, sets (II) and (III), I linearly decreased and linearly in-

creased the birth rate over time according to the equation:

�t = �0 + 2d�0(t − ttotal/2)

ttotal
, (2)

where �0 is as specified for (I), above, d is a parameter determining

the rate of change of the speciation rate and was set to −1 or 1

for (II) and (III), respectively, t is time, and ttotal is the total time

of the simulation. [Obviously, eq. 2 also applies to (I), but in that

case d is set equal to 0]. For both d = −1 and d = 1, the expected

number of lineages is still 50 because the average speciation rate

is the same as in (I).
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QUANTITATIVE GENETIC SIMULATION MODEL

I used individual-based, genetically explicit numerical simulations

to simulate the evolution of quantitative traits in a phylogenetic

context according to the following procedure:

I used a Monte Carlo simulation with all individuals mod-

eled. I simulated diploid, hermaphroditic, sexually reproducing

populations of size Ne = 100.

In all simulations, I simulated the evolution of four traits

determined by m = 20 unlinked pleiotropic loci. A mutation at

a locus, which occurred with an allele generation probability of

� = 0.0025 at all loci, produced a new allele with new effects on all

four traits. The new allelic states were determined by adding a set

of four mutational effects to the set of prior states for the allele.

The mutational effects were drawn from a multivariate normal

distribution with means [0, 0, 0, 0], variances �2 = [0.05, 0.1,

0.15, 0.20], and correlational mutation matrix

R� =




1.0 0.75 0.50 0

0.75 1.0 0.75 0.50

0.50 0.75 1.0 0.75

0 0.50 0.75 1.0




.

This corresponds to a continuum of alleles mutation model

(Crow and Kimura 1964) with correlated effects of pleiotropic

mutations (Jones et al. 2003) and results in a mutational variance–

covariance matrix, M, with elements Mi j = 2m�
√

�2
i �2

j R�ij (Fal-

coner and Mackay 1996). I chose this combination of correlational

mutation matrix and set of mutational variances because it results

in a variety of expected genetic variances for and covariances

among characters. It also results in a set of expected additive ge-

netic variances equal to [1.0, 2.0, 3.0, 4.0] (see below).

I determined the values for individual phenotypes by sum-

ming effects across all loci. In each generation I simulated re-

production by randomly selecting, with replacement, Ne pairs of

mates, and then reproducing each pair once by randomly seg-

regating one gene copy at each locus from each parent into the

offspring. This corresponds to pure genetic drift in a sexually

reproducing hermaphroditic population. The genetic segregation

model corresponds to no physical linkage among loci.

For each phylogeny, I first initiated the population at genetic

uniformity by setting the value of each allele at each locus in each

individual to 0.0. I then simulated evolution by mutation and drift

for a 1,000 generation “burn-in” prior to the phylogenetic compo-

nent of each simulation. This was to allow populations to attain

mutation–drift equilibrium. On each phylogeny, I simulated evo-

lution on each branch for a time period specified by the length, in

generations, of the internode. At each branching point the popula-

tion was duplicated and then evolved along each daughter branch. I

chose this procedure over the alternative of dividing the population

into the daughter branches because the latter would have doubled

the rate of drift in the generation of speciation.

At the tips of the tree, I recorded the means and the elements

of the additive genetic variance–covariance (G) matrix for each

population.

ANALYSIS

For each phylogeny in sets (I), (II), and (III) I calculated the mean

value of G, Ḡ, from all G matrices from the tips. I also calculated

an expected value for G as
�

G = 2NeM (Falconer and Mackay

1996).

As a check of the simulation results, I compared the overall

mean of Ḡ from simulations (I), (II), and (III) to the analytic ex-

pected value of G (
�

G). I also computed the “phylogenetic means”

for all characters in each phylogeny and compared the mean and

variance for the phylogenetic means to those expected under ge-

netic drift. The specific methodology and results are presented in

online Supplementary Appendix S1. Agreement between analytic

expectations and the results of this study was high for all circum-

stances in which the former were available or could be derived.

I calculated the variance–covariance matrix of the tip means

in a typical fashion. This matrix will henceforward be repre-

sented as the nonphylogenetic divergence matrix, D. Finally, for

all phylogenies I also calculated the MS-MCP matrix of indepen-

dent contrasts. This matrix will be represented as DIC following

Revell et al. (2007).

As a further check of the simulation results, I also calcu-

lated the mean value of DIC and compared it to its theoretic value

based on equation (1). These results are also presented in online

Supplementary Appendix S1.

For all phylogenies I then calculated the vector-correlations

between Ḡ and D, and Ḡ and DIC, as well as between
�

G and D,
and

�

G and DIC. These will henceforward be referred to as r(Ḡ,D)

and r(Ḡ,DIC), or r(
�

G,D) and r(
�

G,DIC). Although matrices can be

compared in many ways (Steppan et al. 2002), I chose to calculate

the element-by-element vector-correlation coefficient between the

matrices because it provides a direct measure of the fit of G and D
or DIC to Lande’s equation (1; above). The vector-correlation was

used in lieu of the standard Pearson product-moment correlation

coefficient because equation (1) has no intercept term and the

vector-correlation is a correlation through the origin.

To ensure that the results obtained herein were not biased by

my choice of matrix comparison method, for this and all subse-

quent simulations, I also compared G to D or DIC using a simple

modification of Roff et al.’s (1999) T-method. These analyses and

results are presented in online Supplementary Appendix S2. Re-

sults using Roff et al.’s (1999) T-method were in close agreement

to results obtained using the vector-correlation, but I prefer the

vector-correlation because it provides a direct measure of the fit

to equation (1) of Lande (1979).
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To determine if DIC provided a better fit to G than did

the nonphylogenetic divergence matrix, D, for a given simu-

lation scenario, I evaluated the difference between the vector-

correlations r(Ḡ,DIC) − r(Ḡ,D) for all phylogenies [as well as all

r(
�

G,DIC) − r(
�

G,D)], calculated the mean difference and its stan-

dard error, and compared their ratio to a t-distribution with df =
99. This test addresses the specific question: is G more tightly

aligned to D or DIC?

To ensure that the results were not affected by any failure

to satisfy distributional assumptions of the parametric statistical

tests used herein, for this and all subsequent parametric statistical

tests I compared the results to those obtained with nonparametric

statistical methods. These results are presented in online Supple-

mentary Appendix S3. In general, agreement between parametric

and nonparametric methods was high.

To determine if there was an effect of speciation rate on the

fit of G and D, for each phylogeny in sets (II) and (III) I calculated

r(Ḡ,D) and r(Ḡ,DIC), or r(
�

G,D) and r(
�

G,DIC), and evaluated the

differences, r(G,DIC) − r(G,D) using both Ḡ and
�

G. I calculated F

from a univariate ANOVA with the speciation parameter d in equa-

tion [2; −1, 0, and 1] as treatment and the differences, r(G,DIC) −
r(G,D), as the dependent variable. The groups (d = −1, 0, or 1)

correspond to linearly decreasing, constant, and linearly increas-

ing speciation rates, respectively. I compared F-statistics from this

analysis to an F-distribution with df = 2,297. This test addresses

the specific question: does speciation history influence the im-

portance of a phylogenetic correction in a test of the constraint

hypothesis?

BOUNDED PHENOTYPIC EVOLUTION

For each phylogeny in set (I), in which speciation occurred at a

constant rate, I performed a fourth and final set of simulations. In

these simulations, I simulated evolution primarily by mutation and

drift as before, but I also imposed bounds on phenotype space—as

if by functional constraint. To simulate bounded morphospace, I

set the fitness of each individual to 1.0 if
∑4

i=1 z2
i ≤ b2, where b

was the radius of the bounds on phenotype space, and to 0.0 oth-

erwise. During reproduction, if I randomly selected an individual

with a fitness of 0.0 to mate it was discarded and another individ-

ual was chosen until one with a fitness of 1.0 was found. I set b

to 10.0 for all simulations. To determine if there was an effect of

bounds on phenotype space on the fit of G and D, for all pairs of

r(Ḡ,D) and r(Ḡ,DIC), or r(
�

G,D) and r(
�

G,DIC), I calculated the dif-

ference r(G,DIC) − r(G,D) and compared those to the differences

obtained from set (I) when phenotype space was not bounded us-

ing a standard t-test. This test addresses the specific question: do

bounds on phenotype space influence the consequences of a phy-

logenetic correction when evolution has otherwise occurred by

drift?

Results
D IC VERSUS D

When speciation occurs at a constant rate the average vector-

correlation between G and DIC was higher than that between G
and D regardless of whether the mean value of G from the tips

(Ḡ) or the theoretic value of G (
�

G) was used, although the mean

correlation was high in both cases—as expected under drift [mean

r(Ḡ,DIC) = 0.99, mean r(Ḡ,D) = 0.95; mean r(
�

G,DIC) = 0.99,

r(
�

G,D) = 0.95]. Nonetheless, r(Ḡ,DIC) − r(Ḡ,D) was highly sig-

nificantly greater than 0 [mean difference = 0.0372; t (df = 99)

= 7.40; P(one-tailed) < 0.001] as was r(
�

G, DIC) − r(
�

G,D) [mean

difference = 0.0381; t (df = 99) = 7.74; P(one-tailed) < 0.001;

Fig. 1A].

Both r(
�

G,DIC) and r(
�

G,D) were correlated with the recipro-

cal of the number of taxa in the phylogenetic tree from which they

were calculated (Fig. 2). This indicates an asymptotic relation-

ship between the vector-correlation between the matrices and the

sample size. For both r(
�

G,DIC) and r(
�

G,D), the intercept of the

model [which is equivalent to the predicted value for r(
�

G,DIC) or

r(
�

G,D) as the number of taxa goes to ∞] was very close to 1.0

[r(
�

G,D): intercept = 0.98; r(
�

G,DIC): intercept = 1.00]. Although

numerically close, the intercept of the regression with r(
�

G,D)

was nonetheless significantly less than 1.0 [t (df = 98) = −1.91,
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Figure 1. r(
�

G,DIC) − r(
�

G,D) from simulation, for various speciation

histories and simulation conditions. (A) Speciation histories are:

(I) constant rate speciation; (II) linearly decreasing speciation rate

over time; and (III) linearly increasing speciation rate over time.

(B) Simulations were performed in bounded phenotype space. Dif-

ferences are from individual-based simulations on the same set

of phylogenies as in (I). All sets of differences are significantly

greater than 0, indicating that r(
�

G,DIC) > r(
�

G,D) regardless of the

speciation or simulation model. Groups indicated by a different

lowercase letter (i.e., a, b, c) are also significantly different from

each other by ANOVA and Tukey’s post-hoc HSD. Results are based

on four sets of 100 individual-based, genetically explicit computer

simulations. Additional details are provided in the text.
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Figure 2. r(
�

G,DIC) and r(
�

G,D) plotted against the number of taxa in

the phylogeny. Both are low when the number of taxa is low, but

r(
�

G,DIC) increases marginally significantly more rapidly than does

r(
�

G,D) as the number of taxa increases [t (df = 198) = 1.61, P (one-

tailed) = 0.055]. Inverse functions are (A) r(
�

G, DIC) = −0.61n−1 +

1.00 and (B) r(
�

G, D) = −1.11n−1 + 0.98, in which n is the number

of taxa, for DIC and D, respectively. The intercept (asymptote) of

equation (B) is significantly less than 1.0 [t (df = 99) = −1.91,

P (one-tailed) = 0.030].

P (one-tailed) = 0.030]. Both r(
�

G,DIC) and r(
�

G,D) are frequently

low when the number of taxa is low. On average, r(
�

G,DIC) in-

creases marginally significantly more rapidly than does r(
�

G,D) as

the number of taxa increases [t (df = 198) = 1.61, P = 0.055;

Fig. 2]. I obtained virtually identical results using r(Ḡ,DIC) and

r(Ḡ,D).

INCREASING AND DECREASING SPECIATION RATES

The mean difference between the vector-correlations of G and

DIC and of G and D, r(G,DIC) − r(G,D), was significantly lower

when the speciation rate was initially high but decreased over

time (III), when compared to the mean difference, r(G,DIC) −
r(G,D), obtained when the speciation rate was constant over time

(I) [mean r(
�

G,DIC) = 0.98, mean r(
�

G,D) = 0.96; results simi-

lar for Ḡ]. Furthermore, the mean difference, r(G,DIC) − r(G,D),

was higher when the speciation rate was initially low but increased

over time (II), although not significantly higher than when spe-

ciation occurred at a constant rate [mean r(
�

G,DIC) = 0.98, mean

r(
�

G,D) = 0.93; results similar for Ḡ]. These findings were indi-

cated by a highly significant ANOVA and confirmed by post-hoc

tests, and were similar whether Ḡ or
�

G was used [results using

Ḡ: ANOVA F (df = 2,297) = 10.6; P < 0.001; results using
�

G:

ANOVA F (df = 2,297) = 11.2; P < 0.001; Fig. 1A].

BOUNDED PHENOTYPIC EVOLUTION

In general, when compared to the vector-correlation between DIC

or D and G when evolution occurred without functional constraint,

both DIC and D were poorly correlated with G when evolution

was bounded. For example, as detailed above, when the specia-

tion rate was constant and evolution was unbounded, the average

vector-correlation r(
�

G,DIC) = 0.99, and the average correlation

r(
�

G,D) = 0.95. By contrast, with functional constraints imposed,

average r(
�

G,DIC) decreased to 0.77 and average r(
�

G,D) to 0.58.

Nonetheless, substituting DIC for D yielded a significantly

larger mean difference, r(G,DIC) − r(G,D), when evolution was

bounded by functional constraints than when it was unbounded

[as in simulation (I), above; for
�

G: t (df = 150.8) = 14.3, P(two-

tailed) < 0.001; Fig. 1B; results similar for Ḡ].

Discussion
With only a few exceptions (Baker and Wilkinson 2003; Bégin

and Roff 2004; Revell et al. 2007) prior studies testing the genetic

constraint hypothesis by comparing among- and within-species

patterns of variation and covariation have ignored phylogenetic

nonindependence among taxa. In this study I simulated multi-

variate phenotypic evolution by genetic drift and constraint on

stochastic phylogenetic trees using individual-based quantitative

genetic simulations. I used the results from these simulations to

compare the outcome from tests for constraint in which a phy-

logenetic correction was used to those obtained when phylogeny

was ignored. The results indicated strongly that, on average, a

higher vector correlation is observed between the among popula-

tion variance covariance matrix (D or DIC in this study) and the

within population genetic variance–covariance matrix (G) when

the phylogenetic correction is used. Because the equation of Lande

(eq. 1, above) on which this type of test is based predicts propor-

tionality between within- and among-population matrices under

the circumstances of my numerical simulations, higher correla-

tion between G and the phylogenetic divergence matrix (DIC)

would seem to indicate that this latter statistic should be pre-

ferred by empiricists over the nonphylogenetic among-population

matrix, D.

Higher correlation between G and the phylogenetic diver-

gence matrix, DIC is due not only to the fact that the mean-squares

and cross-products of the independent contrasts provide an unbi-

ased estimate of the evolutionary rate matrix (Garland and Ives

2000), but also because DIC is estimated with lower error. This is

evidenced by the higher variance in D than in DIC (online Supple-

mentary Appendix S4), and agrees well with the findings obtained

analytically and by numerical simulation from the phylogenetic

generalized least-squares approach by Rohlf (2006).

Under pure drift, the difference between r(G,DIC) and r(G,D)

is largest, and thus the consequences of ignoring phylogeny

are most severe, when speciation rate is initially low and in-

creases toward the present (Fig. 1A, III), as, perhaps, during a

recent adaptive radiation (Schluter 2000). Because rejecting the
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proportionality of G and D is used as evidence for natural selection

(e.g., Merilä and Björklund 1999), students of adaptive radiation

in particular should be careful to use a phylogenetically corrected

divergence matrix (DIC in this study) to help avoid falsely reject-

ing a pattern of phenotypic differentiation consistent with drift in

favor of adaptive explanations.

The difference between r(G,DIC) and r(G,D) is also large

when evolution is bounded by limits on morphospace, perhaps

analogous to those imposed by functional constraint (Fig. 1B).

This is because—as most evolution is by genetic drift so long

as the population is not near the bound of the morphospace—

many contrasts are calculated between tree nodes phenotypically

differentiated by drift alone. For example, in the hypothetical

case illustrated in Figure 3, only the contrast between terminal

taxa c and d is directly affected by functional constraint [al-

though our estimation of the contrast between interior nodes (a,b)

and (c,d) is also affected because the state at node (c,d) is es-

timated from the traits values of its daughters]. After sufficient

time, the pattern of genetic constraint may no longer be evi-

dent in D, but will be present to some extent in DIC so long as

some recent contrasts exist that do not involve the morphospace

boundary.

Some prior similar studies have provided the lack of phylo-

genetic signal as a rationale for ignoring phylogenetic noninde-

pendence among the taxa in the study (e.g., Bégin and Roff 2004).

Phylogenetic signal tends to be eroded over time by bounded

b
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Figure 3. A hypothetical illustration of genetic drift and speciation in a bounded, bivariate phenotype space. Bounded phenotype space

is somewhat analogous to functional constraint. In (A) a hypothetical trajectory of evolution by drift is illustrated for a phylogenetic

history with four terminal taxa and three independent contrasts. Only the contrast between tip nodes c and d is directly affected by

functional constraint, although the contrast between interior nodes (a,b) and (c,d) is also affected as the state at node (c,d) is not known,

but instead estimated from the states at terminal taxa c and d. (B) is shown only to clarify the phylogenetic history of the taxa in (A).

morphospace (online Supplementary Appendix S5). Ignoring

phylogenetic nonindependence may be well justified under some

circumstances. Nonetheless, my simulations of evolution in a

bounded morphospace suggest that an important aspect of the

process of differentiation under drift and functional constraint

(genetic constraint) could easily be overlooked if phylogenetic

nonindependence is ignored.

The difference between r(G,DIC) and r(G,D) is smallest, and

thus phylogenetic correction least important, when speciation is

initially rapid and decreases over time. This is because phyloge-

nies generated by this process tend to have a star-like shape, which

is the tree shape implicitly assumed by the nonphylogenetic test.

Short early branches in a molecular phylogeny can also be

produced as an artifact of branch length estimation (Revell et al.

2005), so researchers should consider their results with caution

if the phylogenetic tree has many short early branches. This dis-

claimer raises the important consideration that in most empirical

studies the phylogenetic tree used in a given evolutionary infer-

ence, such as in the estimation of the phylogenetic divergence ma-

trix, DIC, is not a history known without error (as in this study),

but an estimate of that history. For studies in which the phyloge-

netic history is known with error (which is almost every empirical

study), researchers might consider estimating DIC for a sample of

trees from the posterior distribution of trees in a Bayesian analysis

to acquire a measure of the variability in DIC that is likely to be

due to phylogenetic error (Revell et al. 2007).
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Although I show that for the conditions explored in this study

DIC is preferable to D in tests of the genetic constraint hypothesis

based on equation (1), the severely computationally intensive na-

ture of the numerical simulations performed herein imposed two

specific types of limitations.

First, computational constraints limited the number of simu-

lations that could be reasonably performed and thus the scope of

the simulation conditions explored. Many circumstances of con-

siderable interest were not explored in this study. For example,

speciation rate can change over time in a variety of ways aside

from by linearly increasing or decreasing. No conditions aside

from strict genetic additivity were explored, nor was the condi-

tion of genes of major effect. Both departures from additivity, such

as epistasis and dominance, and genes of large effect are common

empirical observations and are known to be important in the evo-

lutionary process (e.g., Wolf et al. 2000; Agrawal et al. 2001). In

addition, only the processes of pure genetic drift and a very simple

functional constraint were simulated in this study. Not explored

by this study is the behavior of a phylogenetic divergence matrix

when evolution occurs by processes other than those described

above, such as by natural selection.

Furthermore, the bounds on phenotype space herein simu-

lated no doubt represent a highly simplified version of functional

constraint. Certainly, bounds exist on phenotype space for all

lineages, even those evolving primarily by drift. Species cannot

evolve to negative size, nor can they evolve to size larger than the

Earth. However, as the true limits on phenotype space imposed by

functional constraint are poorly known and computational lim-

itations required that the number of simulations be few, I was

unfortunately forced to limit my exploration in this area to very

simple conditions.

Second, the simulation parameter values used in this study

were not especially realistic. In particular, the mutation rate is

unrealistically high, the effective population size unrealistically

low, and the total time of the simulations unrealistically short. My

implied assumption is that increasing one parameter while de-

creasing another can have compensatory effect. This assumption

is not unprecedented. For example, Jones et al. (2003, 2004) use

admittedly small population size, high mutation rates, and short

simulations, as I do in this study. I also show the existence of com-

pensatory effects in another study (in that case, pertaining to the

evolutionary stability of G; Revell 2007). Nonetheless, unrealistic

parameter values are a limitation imposed on computer intensive

simulations both by existing hardware and the programming abil-

ity of the author. Future studies performed on more sophisticated

computer equipment should attempt to use more realistic param-

eter values.

In spite of these limitations, I hope that the evidence pre-

sented herein is sufficient to convince the reader that the phylo-

genetic divergence matrix should be preferred in a test for genetic

constraint over the divergence matrix calculated ignoring phylo-

genetic nonindependence—so long as a phylogeny is available for

the species in the study.
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